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A Theorem

Theorem.

(i) Let Xn : Ωn 7→ `∞(T ) be arbitrary. Then Xn converges weakly
to a tight limit iff Xn is asymptotically tight, and the
marginals (Xn(t1), . . . ,Xn(tk)) converge weakly to a limit for
every finite subset t1, . . . , tk of T .

(ii) If Xn is asymptotically tight and it’s marginals converge
weakly to the marginals (X (t1), . . . ,X (tk)) of a stochastic
process X then there is a version of X with uniformly bounded
sample paths and Xn  X .
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Characterization of Asymptotic Tightness

Theorem.

A sequence Xn : Ωn 7→ `∞(T ) is asymptotically tight, if and only if
Xn(t) is asymptotically tight in R for every t, and there exists a
semimetric ρ on T such that (T , ρ) is totally bounded and Xn is
asymptotically uniformly ρ-equicontinuous in probability, i.e. for
every ε, η > 0, there exist a δ > 0 such that:

lim sup
n

P∗

(
sup

ρ(s,t)<δ
|Xn(s)− Xn(t)| > ε

)
< η



Characterization of Asymptotic Tightness in `∞(T ) Gaussian Processes Back to Empirical Processes Maximal Inequalities

Characterization of Asymptotic Tightness

Addendum.

If, moreover, Xn  X , then almost all paths t 7→ X (t, ω) are
uniformly ρ-continuous; and the semimetric ρ can WLOG be taken
equal to any semimetric ρ for which this is true and (T , ρ) is
totally bounded.
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Examples of Semimetrics

Example

ρ0(s, t) = E arctan |X (s)− X (t)|
ρp(s, t) = [E |X (s)− X (t)|p]1/(p∨1)
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Gaussian Processes

Definition (Gaussian Process).

A stochastic process X is called, Gaussian if each of its finite
dimensional marginals (X (t1), . . . ,X (tk)) has a multivariate
normal distribution on Euclidean space.
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Semimetrics for Gaussian Processes

Theorem.

Let X be a Gaussian process with “intrinsic” semimetrics ρp, and
let Xn be a sequence of random elements with values in `∞(T ).
Then there exists a version of X which is a tight Borel measurable
map into `∞(T ) and Xn converges weakly to X if and only if for
some p (and then for all p):

(i) The marginals of Xn converge weakly to the corresponding
marginals of X

(ii) Xn is asymptotically equicontinuous in probability with respect
to ρp

(iii) T is totally bounded for ρp
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Notation Revision

Notation Revision

Pn = n−1
n∑

i=1

δXi

F = f : X 7→ R : f measurable

f 7→ Pnf = n−1
n∑

i=1

f (Xi ), with Qf =

∫
fdQ



Characterization of Asymptotic Tightness in `∞(T ) Gaussian Processes Back to Empirical Processes Maximal Inequalities

Notation Revision

Notation Revision

f 7→ Gnf =
√
n(Pnf − Pf ) =

√
n

∑n
i=1 f (Xi )− Pf

n

Interested in F such that

||Pn − P||F = supf ∈F ||(Pn − P)f || → 0, outer almost surely

Gn  G, in `∞(F)
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Notation Revision

We have

(Gnf1, . . . ,Gnfk) Nk(0,Σ)

Σij = P(fi − Pfi )(fj − Pfj)

Thus

The limiting process G ought to be a Gaussian process,
{Gf : f ∈ F} with zero mean and covariance function:

EGf1Gf2 = P(f1 − Pf1)(f2 − Pf2) = Pf1f2 − Pf1Pf2
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Orlicz norm

Definition.

Orlicz norm of a non-decreasing, convex function ψ with ψ(0) = 0
for a random variable X : ||X ||ψ is defined as:

||X ||ψ = inf{C > 0 : Eψ

(
|X |
C

)
≤ 1}
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Examples

Example

ψ(x) = xp, gives us Lp

ψp(x) = exp(xp)− 1

Some Inequalities

||X ||p ≤ ||X ||ψp

||X ||ψp ≤ (log 2)p/q||X ||ψq , p ≤ q

||X ||p ≤ p!||X ||ψ1
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Tail Bounds with Orlicz norms

Tail Bounds

P(|X | > x) ≤ 1

ψ(x/||X ||ψ)
, by Markov’s Inequality

Thus for ψp we get a bound of the sort ≈ exp(−Cxp)

Lemma.

Let X be a random variable with P(|X | > x) ≤ K exp(−Cxp), for
every x for some constants K and C , and for p ≥ 1. Then its
Orlicz norm satisfies ||X ||ψp ≤ ((1 + K )/C )1/p.
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